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Preface

Over the past century, the evolution of digital technologies has accelerated technological prog-

ress and industrial development. Digital technologies are growing faster than ever. The advancements 

in digitalization, Internetization, and intelligence are redefining a digital world that is characterized 

by the prevalence of mixed reality.

The boundary of technologies is extended from the physical world to mixed reality. Cloud-net-

work-device convergence drives the emergence of new types of devices on the cloud. The productization 

of AR and VR has paved the way for Extended Reality (XR) to transform the way people interact 

with technology. XR is an exciting new technology that can simulate real-world scenes and effectively 

shorten the physical distance between people. Applications such as remote education, healthcare, and 

working can be implemented in new ways.

More and more cutting-edge technologies find their way to industrial applications. A digital 

operating system built around the cloud will be able to leverage a variety of technologies and resourc-

es, such as AI, big data, and large-scale computing power. Individuals, enterprises, and research insti-

tutes can easily obtain desired resources. This lowers the threshold for people and industries to access 

the latest technologies and further drives innovation. Currently, we have already completed proof of 

concepts for AI engineering, AI for science, and pre-trained models in various sectors, such as bio-

medicine, astronomy, meteorology, and industrial manufacturing.

Digital technologies power a green and sustainable future. All across the world, the clock on 

environmental issues is ticking faster than ever. Everyone has a social responsibility to play a part in 

adopting green and low carbon practices in our lives and activities. In this aspect, digital technology 

plays an important role, whether it is applied in industries (green data centers and energy-efficient 

manufacturing) and day-to-day activities (paperless office).

With technology, we will create a better future.

President of Alibaba Cloud Intelligence

Head of Alibaba DAMO Academy

Jeff Zhang
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In the past hundreds of years, the scientific community had two basic paradigms: experimental sci-

ence and theoretical science. Today, the advancement of AI is making new scientific paradigms possible. 

Machine learning can process massive amounts of multidimensional and multimodal data and solve com-

plex scientific problems, allowing scientific exploration to flourish in areas previously thought impossi-

ble. AI will not only accelerate the speed of scientific research, but also help discover new scientific laws. 

In the next 3 years, we expect that AI will be broadly applied in the research process of applied science 

and be used as a production tool in some basic sciences.

AI for Science
AI is a production tool that is spawning a new paradigm in scientific research

Introduction

Paradigm Redefinition
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Scientific exploration is often a shot in the dark – many 

discoveries are the result of time-consuming, trial-and-error, 

and accidental processes. Many breakthroughs are built upon 

the results of previous scientific discov-

eries by great minds like Isaac Newton, 

Albert Einstein, and Yang Chen-Ning. 

Despite the unrelenting efforts of to-

day's scientists, the speed of scientific 

development is still limited by a lack of 

direction and means.

Computer science has transformed 

the way that scientific research is carried 

out. In the early years, computers were 

mainly used to analyze and categorize 

experimental data. As the technology 

progressed, scientific computing gradu-

ally changed how experiments are con-

ducted. Researchers combined AI with 

high-performance computing to simulate costly and complex 

experiments and verify hypotheses. This helped accelerate the 

speed of scientific research. For example, digital nuclear reac-

tors for nuclear energy experiments reduce experimental costs, 

improve safety, and reduce nuclear wastes. In recent years, AI 

has also been used to discover and define fundamental scientific 

laws. AI-powered scientific law discovery plays a role not only 

in the field of applied science, but also in the fields of basic 

sciences. For example, DeepMind uses AI to prove or propose 

new mathematical theorems and assist mathematicians in de-

veloping intuitions in complex mathematics.

In the future, AI will replace computers as the main pro-

duction tool in scientific discovery. AI can significantly improve 

efficiency in each phase of research process, from the formation 

of the initial hypothesis, to the experimental procedure, and fi-

nally to the distillation of experimental findings. AI helps short-

en research cycles and improve the productivity of scientists. In 

addition, AI is able to produce scientific conjectures, which can 

in turn direct the flow of scientific research. This lowers the bar 

for meaningful and valuable experiments, and encourages more 

people to participate in research.

The speed of AI adoption varies across scientific research 

fields. AI advances at a faster rate in highly digitalized fields 

where massive amounts of data is accumulated and issues are 

clearly defined. For example, AlphaFold 2 can predict pro-

Trend Analysis

tein structures by using gene sequences based on the massive 

amounts of data accumulated in the field of life sciences. This 

breakthrough has a profound impact on the advancement of 

life sciences. For another example, machine learning is adept at 

extracting and categorizing multidimensional data and distilling 

research findings, especially in highly complex fields that take 

large numbers of variable factors into account, such as fluid 

mechanics. In such cases, machine learning can be used to re-

place manual work.

Deep integration of AI and scientific research faces the 

following challenges:

First, the interaction between researchers and AI systems. 

As with most collaborative systems, the research conducted 

by human experts and discoveries from AI experts as well as 

their interaction process should be well-defined to form a close 

working relationship, preventing overlap of workloads that lead 

to inefficiencies.

Second, interpretability of AI. The results produced by AI 

should show strong relationships between the findings, which 

allows researchers to easily interpret and apply the findings. 

This also fosters trust in the technology.

Third, demand for interdisciplinary talent to enhance the 

communication between scientists and AI.

In the next 3 years, we expect that AI will be broadly ap-

plied in the research process of applied science and be used as a 

production tool in some basic sciences.

AI for Science
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Co-evolution of Large- and 
Small-scale AI Models

As the race on the scalability of pre-trained models progressively calms down, 
the co-evolution of large- and small-scale AI models via clouds, edges, 

and devices has been drawing more attention

Introduction
The large-scale pre-trained models, also known as the foundation models, are the grounding break-

through technique from weak AI to general AI, which relatively boosts performance of various applica-

tions using conventional deep learning. However, the merit in the higher performance and the drawback 

in the power consumption are not well balanced, limiting the exploration of large-scale models. The fu-

ture AI is shifting from the race on the scalability of foundation models to the co-evolution of large- and 

small-scale models via clouds, edges, and devices, which is more useful in practice.

In the co-evolution paradigm, foundation models deliver the general abilities to small-scale models 

that play the role of learning, inference, and execution in downstream applications. Besides, small-scale 

models will also send the feedback of the environment to the foundation models for further co-evolution. 

This mechanism mutually enhances both large-scale models and small-scale models via positive cycles.
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Large-scale pre-trained models such as BERT (Goo-

gle), GPT-3 (OpenAI), WuDao (BAAI), and M6/AliceMind 

(Alibaba DAMO Academy) have made remarkable achieve-

ments. However, training such foundation models requires 

a considerable amount of computation cost. For example, 

GPT-3 requires 190,000 

kilowatt-hours per training 

iteration and is equivalent 

to the amount of resources 

consumed to make a round 

trip from the earth to the 

moon. Models with more 

parameters lead to better 

performance but require 

more energy costs. Thus 

training efficiency is funda-

mental to the ubiquitous presence of AI.

As the race on the scalability of foundation models 

progressively calms down, the co-evolution of large- and 

small-scale models has been drawing more attention. The 

knowledge and ability of cognitive inference from founda-

tion models are first delivered to small-scale models. Then, 

small-scale models are applied to downstream applications, 

which in turn results in separately evolved branches of the 

main model. These branches combine the vertical informa-

tion such as perception, cognition, decision-making, and 

execution results of their scenarios, and feed the results 

to the foundation models. In this way, foundation models 

continually evolve through the feedback and the learning to 

build an organic intelligent cooperative system. The more 

participants involved in, the faster the models evolve.

The new intelligent system brings three merits. First, 

the system makes it easier for small-scale models to learn 

the general knowledge and the inductive abilities, which are 

then fine-tuned to their specific application scenarios. Sec-

ond, the system increases the variety of data for the founda-

tion models. The incremental data captured by small-scale 

models in real-world scenarios allows the foundation models 

to continue to evolve over time. Third, when the foun-

dation models are regarded as the fundamental public 

resources, we only need to iterate on the downstream 

specific small-scale model,  which helps achieve the 

best combination between the energy efficiency and the 

training speed.

AI is a key production tool in the era of the digital 

economy and brings disruptive changes to the industrial 

or academic production methods. The base AI models 

greatly simplify the AI-based production methods, allow 

more flexible on-demand development of incremental 

learning algorithms in vertical 

industries, and improve the effi-

ciency of model production.

In addition, complex systems 

can be more organically integrated 

with each other. For example, in 

urban governance scenarios, the 

cloud serves as the central brain of 

governance, and cameras and edge 

devices serve as individual “mini 

brains”. One of the cameras learns 

from captured data and feeds the results back to the governance 

center. The governance center then iterates the base model with 

the new information, and delivers upgraded capabilities to other 

cameras. This allows the systems to continually evolve.

The new intelligent system needs to overcome three 

major challenges. First, we need to endow foundation mod-

els with intellect and the ability to reuse the rule-based 

knowledge, which in turn reduces the volume of data re-

quired for training. This allows us to push the paradigm from 

the data-driven training towards the more efficient knowl-

edge-based training. Second, the system needs to address 

the collaboration between large- and small-scale models, 

including effectively transferring the knowledge and induc-

tive abilities from foundation models to small-scale models, 

extending the few-shot learning results from small-scale 

models to foundation models, and cleansing and governing 

data from different dimensions. Third, the system needs to 

address the interpretability and causal inference issues of 

foundation models. As the reliance of small-scale models on 

foundation models grows, the trust in foundation models de-

termines the scope in which these models can be applied.

It the next 3 years, we expect to see foundation models 

in various domains that will be used as the base AI mod-

els in multiple fields, and the start of exploration into the 

co-evolution of intelligent systems. In the next 5 years, these 

base AI models will be used as a standard for the AI model 

production, which will bring huge changes to the production 

process and the skills required for production.

Co-evolution of Large- and Small-scale AI Models

Trend Analysis
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As the size of transistors approaches physical limits, the speed of electronic chip development can 

no longer meet the increasing data throughput demand brought by the rise of high-performance comput-

ing. Unlike electronic chips, silicon photonic chips use photons instead of electrons to transmit data. Pho-

tons do not directly interact with each other and can travel longer distances, and therefore silicon photonic 

chips can provide higher computing density and energy efficiency. The rise of cloud computing and AI 

drives the rapid development of silicon photonics technology. In the next 3 years, we can expect to see the 

widespread use of silicon photonic chips in high-speed data transmission in large-scale data centers.

Silicon photonics leverages the advantages of photonics and electronics to 
overcome the impending limits of Moore's Law

Paradigm Redefinition

Silicon Photonic Chips

Introduction
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As Moore's Law approaches its physi-

cal limits, there is little room left for advances 

in electronic chip technologies. However, as 

the rise of high-performance computing is 

continually raising the bar for data throughput, 

the need to make more technological break-

throughs becomes increasingly urgent.

Silicon photonic chips vary from elec-

tronic chips in that they use photons instead 

of electrons to transmit data. Photons do not 

directly interact with each other and can travel 

longer distances. Using photons instead of 

electrons in chips can provide two orders of 

magnitude higher computing density and 

energy efficiency. Unlike quantum chips, silicon photonic chips allow 

us to continue using current computer systems, as silicon photonic 

chips can be used directly with the current binary code-based software 

architecture. Silicon photonic chips need to converge with mature 

electronic chip technologies, and utilize advanced manufacturing 

processes and modular technologies of the electronic chip industry. 

The silicon photonics technology that combines the advantages of 

both photonics and electronics will shape the future of the semi-

conductor industry.

The concept of "silicon photonic chips" first appeared about 

40 years ago. At the beginning of the 21st century, breakthroughs in 

the core technologies of silicon photonic chips laid the foundation for 

large-scale commercial use. The rise of cloud computing and AI is the 

driving factor for technological breakthroughs and the rapid advance-

ment and commercialization of silicon photonic chips. Large-scale dis-

tributed computing, big data analytics, and cloud-native applications 

have also greatly increased the data density during communications 

in data centers. As a result, data transfer has become a performance 

bottleneck. Traditional optical technologies are too expensive to be 

applied on a large scale. Silicon photonic chips provide a relatively 

cheap and effective method to improve the communication efficiency 

between clusters, servers, and chips in data centers.

According to an analysis released by OpenAI, "since 2012, 

the amount of compute used in the largest AI training runs has been 

increasing exponentially with a 3.4-month doubling time (by compari-

son, Moore's Law had a 2-year doubling period)". It is evident that the 

growth of compute requirements has outpaced the current technology. 

Silicon photonic chips have higher computing density and energy effi-

ciency, and therefore provide an effective solution in scenarios where 

a large amount of computing power is required.

Silicon photonic chips can be widely used in optical communi-

cations within and between data centers and optical computing. The 

current challenges of silicon photonic chips are mainly in the supply 

chain and manufacturing processes. The design, mass production, and 

packaging of silicon photonic chips have not been standardized and 

scaled, leading to low production capacity, low yield, and high costs. 

In terms of optical computing, its precision is lower than that of the 

computing based on current electronic chips, which limits the applica-

tion scenarios of silicon photonic chips. Furthermore, more research 

is required to further integrate photonics into integrated circuits to im-

prove computing power.

It is worth noting that optical communications and optical com-

puting complement each other. The photoelectric conversion technolo-

gy in optical communications can be used in optical computing, while 

the low-loss, high-density photonic integration required in optical 

computing can further promote the development of optical communi-

cations. In the future, both of data calculation and transmission may be 

completed with the optical technology.

Photonic-electronic integration is the future of chip develop-

ment. As silicon photonic chips and silicon electronic chips comple-

ment each other, the combined application of both types of chips will 

provide the necessary momentum to support the growth of computing 

power into the future. In the next 3 years, we can expect to see the 

widespread use of silicon photonic chips in high-speed data transmis-

sion in large-scale data centers. In the next 5–10 years, we can expect 

to see silicon photonic chips gradually replacing electronic chips in 

some computing fields.

Silicon Photonic Chips
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The rapid development of technology in renewable energy such as wind and solar power in recent years has 

made renewables a tempting energy source to add to the power grid. However, issues such as difficulty in grid in-

tegration, low energy utilization rate, and storage of excess energy are major roadblocks along the way. Due to the 

unpredictable natures of renewable energy power generation, integrating renewable energy sources into the power 

grid presents challenges that affect the safety and reliability of the grid. The application of AI in the industry is piv-

otal in improving the efficiency and automation of electric power systems, maximizing resource usage and stability. 

This will be conducive to achieving carbon neutrality.

In the next 3 years, AI is expected to pave the way for integration of renewable energy sources into the power 

grid and contribute to the safe, efficient, and reliable operation of the power grid.

Advanced AI helps ensure safe and reliable integration 
of renewables into the power grid

Scenario Revolution

AI for Renewable Energy

Introduction
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Energy from renewable sources is largely affected by 

weather, which is unpredictable and may change rapidly. There-

fore, grid integration of renewable energies poses new challeng-

es, especially in maintaining a stable output. Grid integration, 

energy transmission, energy consumption, and safe operation 

of grids are key aspects that need to be improved. According to 

National Energy Administration, by 2030, 40% of electric pow-

er consumption in China will be covered by renewables, and 

the total installed capacity of wind and solar energy resources 

will reach 1.2 billion KW.

AI will be indispensable in capacity prediction, schedul-

ing optimization, performance evaluation, failure detection, and 

risk management.

In particular, it achieves breakthroughs in the fol-

lowing aspects:

Accurate capacity prediction: Big data analytics and neu-

ral network algorithms will provide more accurate predictions 

of renewable energy capacity based on weather forecasts. The 

predictions can be used to dynamically optimize power genera-

tion policies and ensure that sufficient power is provided to the 

nationwide grid.

Intelligent scheduling: Technologies, such as deep learn-

ing, big data analytics, and physical simulation, can help the 

power scheduling system optimize scheduling policies and co-

ordinate energy sources such as wind energy, photovoltaic ener-

gy, hydroelectric energy, and stored energy. The grid integration 

of renewable energies requires better structuring, operational 

practices, and decision making for hybrid AC/DC transmission 

grids and source-grid-load-storage integration. In the future, re-

newable energies will grow to become the mainstay of China's 

energy consumption, and AI will play an important role in this 

progress.

Automatic failure responses: Big data and deep learning 

technologies are used to implement real-time monitoring of grid 

equipment, allowing people to identify precursors of equipment 

failures and further enhancing 

the capability to detect and re-

spond to such issues. As these 

technologies evolve, they pave 

the way for high-precision con-

trol and near-real-time alerting.

Renewable energies are 

the future, and renewable en-

ergy sources are being contin-

ually connected to the power 

grids. However, the traditional 

power management and distri-

bution system cannot handle 

the unpredictability of renewable energies that are dependent 

on weather conditions, neither can it reliably distribute ener-

gy from multiple sources or quickly compensate for complex 

failures across the grid. Human intervention is still required 

for parameter verification and failure detection. However, this 

model is not effective in identifying failure traits and creating 

models for pre-emptive failure detection. In the face of these 

looming challenges, AI offers an all-round solution to address 

the challenges in grid integration of renewable energies and en-

sure stable and efficient operations of the power system.

AI will transform the power system by facilitating the 

generation, grid integration, transmission, and safe operation of 

renewable energies. Based on weather forecasts, AI can accu-

rately predict the capacity of various power sources. It is also 

expected to provide better monitoring, scheduling, and con-

trolling capabilities for the power system. The challenges that 

lie in these prospects need to be properly handled.

In the next 3 years, AI will help put substantial renew-

able energies into use and ensure the reliability of power 

sources located across the country. The balanced develop-

ment and flexible coordination of energy sources with the 

power grid will contribute to a reliable, efficient, and safe 

power distribution system.

AI for Renewable Energy
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Robots, in the conventional sense, have limited capabilities in day-to-day applications. Conventional 

robots are pre-programmed machines that handle monotonous tasks in a controlled environment, such as 

the manufacturing industry. Unlike conventional robots, perceptive soft robots are robots with physically 

flexible bodies and enhanced perceptibility towards pressure, vision, and sound. These robots take ad-

vantage of state-of-the-art technologies such as flexible electronics, pressure adaptive materials, and AI, 

which allow them to perform highly specialized and complex tasks and deform to adapt to different phys-

ical environments. The emergence of perceptive soft robotics will change the course of the manufacturing 

industry, from the mass-production of standardized products towards specialized, small-batch products. In 

the next 5 years, perceptive soft robotics will replace conventional robots in the manufacturing industry 

and pave the way for wider adoption of service robots in our daily life.

The design of robots with physically flexible bodies and advanced mechanosens-
ing capabilities opens up more possibilities in how and where robots can be used

Scenario Revolution

Perceptive Soft Robotics

Introduction

112022 TOP TEN TECHNOLOGY TRENDS OF DAMO ACADEMY



Robots are an integration of advanced technologies. The 

rapid development in hardware, networks, AI, and cloud com-

puting allows us to design multi-functional, adaptative, and 

collaborative robots.

Perceptive soft robotics is a game-changing technolo-

gy. Perceptive soft robots are flexible, programmable, and 

deformable, and are empowered by advanced technologies 

such as flexible electronics and pressure adaptive materials. 

This enables perceptive soft robots to handle complex tasks 

in various environments. The adoption of AI technology fur-

ther enhances the perception system of perceptive soft robots, 

making them smarter and applicable to more industries.

Unlike conventional robots, preceptive soft robots have 

enhanced perceptibility towards pressure, vision, and sound, 

which allows them to adapt to and interact safely with their 

external environment. This allows them to handle complex 

tasks such as surgeries, and effectively be used in a wider 

range of applications. In addition, perceptive soft robots are 

highly adaptable. They can respond appropriately to external 

stimuli and perform precise procedures, effectively replacing 

humans in some cases and minimizing human errors.

Perceptive soft robotics will change the course of the 

manufacturing industry, from the mass-production of stan-

dardized products towards specialized, small-batch products. 

This is mainly driven by two factors: perceptive soft robots 

are multi-functional and can be easily repurposed, and the 

integration of AI allows for less human interaction during 

the manufacturing process. For example, perceptive soft ro-

bots are a prime candidate to replace human labor during the 

COVID-19 pandemic, when human labor is scarce.

Perceptive soft robotics greatly improves the safety of 

interaction between humans and robots. By sensing the in-

tentions of humans and responding naturally, perceptive soft 

robots can work safely and closely with humans.

Another trend in preceptive soft robotics is mobility. 

Preceptive soft robotics allows us to endow automatic guided 

vehicles (AGVs) with more autonomy and adaptability to per-

form multiple functions. These technologies allow robots and 

humans to work together in more scenarios.

P e r c e p t i v e 

soft  robotics must 

overcome three chal-

lenges. First, the in-

telligence capacity of 

robots is limited by 

the on-device com-

puting power and the 

validity of few-shot 

learning. Cloud-edge 

collaboration is the 

key to eliminating 

this bottleneck. Sec-

ond, the precision of 

perceptive soft robots 

varies depending on 

the rigidity of the material. Third, perceptive soft robots are 

costly. More work must be done to optimize the manufactur-

ing process and minimize cost.

In the next 5 years, we predict that perceptive soft robots 

will be endowed with intelligent perception systems powered 

by deep learning, and subsequently replace conventional ro-

bots in various industries. The commercial use of perceptive 

soft robots will make them more competitive than other ser-

vice robots and become increasingly popular in our daily life.

Perceptive Soft Robotics

Trend Analysis
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Medicine is a field that is highly dependent on individual expertise, often involves a lot of trial and er-

ror, and may ultimately have varying efficacies from patient to patient. The convergence of AI and precision 

medicine is expected to boost the integration of expertise and new auxiliary diagnostic technologies and serve 

as a high-precision compass for clinical medicine. With this compass, doctors can diagnose diseases and make 

medical decisions as quickly and accurately as possible. These advances will allow us to quantify, compute, 

predict, and prevent severe diseases. In the next 3 years, we expect to see people-centric precision medicine 

become a major trend that will span multiple fields of healthcare, including disease prevention, diagnosis, and 

treatment. AI will become synonymous with a highly precise compass that allows us to pinpoint diseases and 

their treatments.

The convergence of AI and precision medicine allows more precise targeting of 
diseases and improved efficacy of treatments

Scenario Revolution

High-precision Medicine

Introduction
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AI technologies play an important role in overcoming the 

limitations of conventional medical practices in the screening, 

diagnosis, prognosis, and treatment of diseases. The enhanced ac-

curacy, speed, and precision afforded by AI technologies that com-

bine medical expertise and novel auxiliary diagnosis technologies 

can ultimately be leveraged to improve the efficacy of treatments. 

In the future, AI algorithms must not only meet expected clinical 

goals, but also evolve continuously to provide safe and effective 

human-machine interaction (HMI) capabilities, which in turn helps 

build trust between medical professionals and AI. This is a crucial 

step in the development of AI to becoming an indispensable com-

ponent of the medical field.

As emerging technologies and clinical care continuously 

integrate with each other, disease prevention and treatment will 

gradually become inclusive. Primary medical care capabilities will 

expand to include personalized disease prevention, diagnosis, and 

treatment. The next step is to help doctors quickly figure out effec-

tive solutions for preventive and early diagnosis and treatment. So 

far, it has been proven that AI technologies can be applied to mul-

tiple new medical research areas such as genetic testing, targeted 

therapy, and immunotherapy, changing the traditional diagnostic 

mode that relies solely on the personal experience of doctors. In 

the next 3 years, we expect to see new technologies built on top of 

AI become commonplace in the treatment and care of some seri-

ous diseases such as tumors and chronic diseases.

High-precision Medicine
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1.	 AI-based clinical care of tumors

AI technologies will be gradually applied to the early 

screening and diagnosis of all cancer types. The enhanced 

precision and accuracy afforded by AI can provide enhanced 

images that can help medical professionals effectively identify 

cancerous tumors. Automated, large-scale screening can also 

be achieved once a sufficiently large sample of data on tumor 

markers is aggregated and analyzed. Multimodal radiopatho-

logical diagnosis reports and comprehensive evaluation reports 

can be automatically generated to help doctors make medical 

decisions, increase the rate and accuracy of early diagnosis and 

improve the efficacy of treatments, and ultimately lower the fa-

tality rate of malignant tumors. According to statistics from the 

UK and USA, using AI technologies in the early screening of 

breast cancers can reduce the false negative rate (FNR) by 5.7% 

in the USA and 1.2% in the UK.

In the treatment stage, AI technologies will transform the 

way tumors are treated. Currently, medical professionals rely 

solely on their eyes and experience to determine whether sur-

gery is required. In the future, advanced AI technologies will 

help medical professionals identify reoccurrence or metastasis 

with higher accuracy, making the treatment process easier 

and more transparent. AI technologies will also play a critical 

role in differentiating treatment for individuals and providing 

tailored plans for radiotherapy, chemotherapy, and targeted 



therapy based on the analysis on clinical data. Moreover, AI 

technologies will improve the precision of antigen prediction in 

tumor-specific immunotherapy. Tumor-specific immunotherapy 

is the most promising tumor treatment method, which uses an-

tigens to trigger immune response in patients. AI plays a huge 

role in predicating antigens through identifying tumor-specific 

characteristics, which reduces the amount of time and work 

required as compared to the current method of screening spatial 

structures out of a large number of abnormal antigen peptides 

and immune cell receptors.

In the prognosis stage, AI technologies will change tradi-

tional prognostic methods that rely solely on doctors’ expertise 

and will complete precise computations based on clinical data 

to guide prognosis at lower risks.

2.	 AI-based prediction and diagnosis of chronic diseases

Disease prediction based on AI-powered image recog-

nition and big data technologies can effectively annotate his-

torical data and perform pathological analysis to improve the 

accuracy of prognosis and diagnosis.

Ultra-large-scale pre-trained models will be used to create 

knowledge graphs, build causal relationships between biolo-

gy and medicine, and integrate multimodal data, improving 

the interpretability of medicine and laying the foundation for 

artificial general intelligence-powered medical care. For exam-

ple, in AI-powered imaging diagnosis of fatty liver, ultrasonic 

equipment is used to scan different parts of the liver. The data 

obtained from the scan is used to build a model, which is then 

subject to computational analysis and scoring. A highly accu-

rate result can be obtained in a short time, serving as a basis on 

which medical professionals can use to determine treatment. At 

current, this technology outperforms FibroScan, the gold stan-

dard for liver elastography. AI technologies can help categorize 

the degrees of fatty liver into four types, namely, None, Minor, 

Moderate and Severe, and prescribe medicine and dosage in 

a quantitative manner. In contrast, human doctors can only 

determine whether fatty liver exists or not, which cannot meet 

the quantitative accuracy requirements for chronic disease in-

tervention, not to mention that different doctors have different 

diagnosis results. Furthermore, AI images will be used to pre-

dict the probability of osteoporosis in a patient through the use 

of general-purpose X-ray machines. These will replace the use 

of rare, expensive dual-energy X-ray absorptiometry (DXA) to 

scan the chest, lumbar vertebra, and pelvic bones. This innova-

tion can expand the coverage of screening to cover up to 80% 

of the at-risk population.

In future, AI technologies will reshape the services in the 

healthcare industry. Medical professionals will leverage the 

advantages of precision medicine to gradually shift their focus 

to disease prevention instead of disease treatment. This creates 

a new healthcare model that combines treatment and general 

healthcare, allowing the general population to become more 

acquainted with precision medicine.

As diagnostic aids, AI technologies have been proven 

helpful in the diagnosis and treatment of various diseases. 

However, AI technologies are facing challenges in terms of 

standardization and normalization. In the near future, AI-pow-

ered precision medicine will reach maturity as results become 

more interpretable. Trust in the technology must be built before 

it can be fully commercialized.

In the next 3 years, we expect to see people-centric, 

AI-powered healthcare become a major trend that will span 

multiple fields of healthcare, including disease prevention, 

diagnosis, and treatment. The technology will become synony-

mous with a highly precise compass that allows us to pinpoint 

diseases and their treatments. With the development of causal 

inference, AI-powered precision medicine will have good in-

terpretability and provide solid technical support for disease 

prevention and early diagnosis and treatment.

High-precision Medicine
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In the digital era, one of the largest challenges is ensuring the security of data while allowing data to flow free-

ly between computing entities. As a result, privacy-preserving computation is gaining traction as a viable solution 

to this challenge. For a long time, the application of privacy-preserving computation has been limited to a narrow 

scope of small-scale computation due to performance bottlenecks, lack of confidence in the technology, and stan-

dardization issues. However, as more and more integrated technologies, such as dedicated chips, cryptographic algo-

rithms, whitebox implementation, and data trusts, are emerging, privacy-preserving computation will be adopted in 

scenarios such as processing massive amounts of data and integrating data from all domains, which is the headway 

made from processing small amounts of data and data from private domains. The adoption will boost new produc-

tivity that is powered by data from all domains. In the next 3 years, we will witness groundbreaking improvements 

in the performance and interpretability of privacy-preserving computation, and witness the emergence of data trust 

entities that provide data sharing services based on the technology.

Privacy-preserving computation is the key to allowing data to flow freely and 
securely as the demand for processing large volumes of data grows

Future Interconnect

162022 TOP TEN TECHNOLOGY TRENDS OF DAMO ACADEMY

Privacy-preserving 
Computation

Introduction



In the era of digital economy, 

data is an essential factor of produc-

tion. However, the road to data sharing 

among organizations and value ex-

traction from data is fraught with obsta-

cles. For example, we are facing chal-

lenges in determining data ownership, 

safeguarding data security, establishing 

data-related laws and regulations, and 

raising public awareness of personal 

data protection.

Technologies such as secure 

multi-party computation (SMPC), differential privacy, and 

trusted computing are all under the umbrella of privacy-pre-

serving computation, which typically involves cryptography, 

AI, and chip design. Privacy-preserving computation allows 

computation and analysis while preserving privacy, which is 

feasible for sharing data among organizations. However, the ap-

plication of the technology has been limited to a narrow scope 

of small-scale computation due to performance bottlenecks, 

lack of confidence in the technology, and standardization issues.

The following breakthroughs in large-scale privacy-pre-

serving computation are expected: 

1. Soaring performance and efficiency. Advanced algo-

rithms for homomorphic encryption will hit a critical point, 

and less computing power will be required in encryption and 

decryption. Accelerator chips that integrate both software and 

hardware will optimize computing performance in SMPC and 

federation learning scenarios. The scale of trusted execution 

environment (TEE) will become larger as trusted third-parties 

emerge.

2. Whitebox implementation of privacy computation tech-

nology. The interpretability of the technology will be improved, 

which in turn increases people’s confidence in the technology. 

In addition, privacy computation will be available for integra-

tion and barriers of cross-stack and cross-model integration will 

be lowered.

3. Emerging data trust entities. These entities will provide 

technologies and operations models as trusted third-parties, 

which accelerates data sharing among organizations.

Breakthroughs in privacy-preserving computation will 

become the driving force in the application of the technology 

on a wider scope. The depth and accuracy of analysis will also 

increase along with the increasing amount of data that becomes 

available with the application of the technology. In particular, 

the fields that depend heavily on data volume, such as busi-

ness analysis, risk control, academic research, AI, and targeted 

marketing, will benefit more. Once privacy-preserving compu-

tation matures, we can build a world where this technology is 

the standard for data sharing. In this world, data can be freely 

shared among all entities, as the boundaries between data own-

ers and data controllers will become clearer, and data security 

becomes more measurable.

Technological challenges are not the sole concern of 

privacy-preserving computation. Operations models and com-

pliance requirements are the most prominent uncertainties that 

we face. In terms of operations models, there are no systematic 

and comprehensive operations that are in place. As a result, 

data suppliers are not motivated to share data, and data con-

sumers are not willing to pay for the data as data veracity is not 

guaranteed. The responsibilities and liabilities of technology 

suppliers and platforms are not clearly defined. As for compli-

ance requirements, the red lines for privacy computation are not 

clarified, which might affect the development of the technology. 

In the foreseeable future, continuous development of both tech-

nology and standards are needed to promote privacy-preserving 

computation.

In the next 3 years, we will witness groundbreaking im-

provements in the performance and interpretability of priva-

cy-preserving computation, and witness the emergence of data 

trust entities that provide data sharing services based on the 

technology. In the next 5 to 10 years, privacy-preserving com-

putation will change the way data is obtained and unleash new 

productivity powered by data.

Privacy-preserving Computation
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Terrestrial networks and computing systems provide digital services for densely populated areas, 

while no service is available in sparsely inhabited areas such as deserts, seas, and space. STC connects 

high-Earth orbit (HEO) and low-Earth orbit (LEO) satellites and terrestrial mobile communications net-

works, achieving seamless and multidimensional coverage. STC also creates a computing system that in-

tegrates satellites, satellite networks, terrestrial communications systems, and cloud computing technolo-

gies. This way, digital services can be more accessible and inclusive across the globe. In the next 5 years, 

satellites and terrestrial systems will work as computing nodes to constitute an integrated network system 

providing ubiquitous connectivity.

Satellite-terrestrial integrated computing (STC) creates a ubiquitous computing 
system covering satellites, aerial platforms, and terrestrial and nautical 

communications networks and computing systems

Future Interconnect

Satellite-terrestrial 
Integrated Computing

Introduction
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Current terrestrial networks and computing capabilities 

cannot catch up to the growing requirements for connectivity and 

digital services around the globe. This is especially prominent 

in sparsely inhabited areas such as deserts, seas, and space. STC 

creates a comput-

ing  sys tem tha t 

integrates satellites, 

satellite networks, 

terrestrial communi-

cations systems, and 

cloud computing 

technologies.

Satellite net-

works interconnect 

with terrestrial com-

munications systems 

to provide evolving 

technologies.  In 

this  way,  global 

business-to-con-

sumer (B2C) and 

business-to-business 

(B2B) applications can easily access high-performance, cost-effec-

tive, reliable, and ubiquitous digital connections.

Computing requirements vary with scenarios in the context 

of ubiquitous connectivity. STC provides abundant computing 

resources to meet digital service requirements specific to scenarios 

and industries. This technology underpins the high-quality eco-

nomic development of the whole society.

STC provides ubiquitous network connections across space, 

air, land, and sea. The high-speed intelligent broadband commu-

nications and comprehensive computing services can satisfy the 

communications requirements in remote areas, seas, and aerospace, 

helping us achieve a true Internet-of-everything. Low-latency 

wide-coverage networks promote cloud-network-device conver-

gence, and incubate new applications in extreme conditions. From 

an industrial perspective, the reduced complexity of connectivity 

brought about by STC allows for deeper and broader application of 

digital intelligence, accelerating the adoption of digital intelligence 

at scale.

The journey towards full STC capabilities is daunting. First, 

industries with complex structures have different communications 

requirements. Traditional satellite communications are expensive 

and make use of simple technologies and static processing mech-

anisms, which cannot meet these requirements. Second, the tem-

perature issue in inter-satellite computing has not been overcome. 

The heat generated in the conversion between optical and electrical 

signals affects the efficiency of data transmission. Third, hardware 

for satellite applications is not commonplace. Hardware for terres-

trial applications cannot be used in space, and manufacturers need 

to address issues with hardware when exposed to cosmic rays and 

spatial interference.

In the next 3 years, we can expect to see a large increase in 

the number of LEO satellites, and the establishment of satellite 

networks with HEO satellites. In the next 5 years, satellites and 

terrestrial networks will work as computing nodes to constitute an 

integrated network system. This system will provide ubiquitous 

connectivity.

Satellite-terrestrial Integrated Computing

Trend Analysis
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The rapid development of new network technologies will fuel the evolution of cloud computing towards a new 

computing system: cloud-network-device convergence. In this new system, clouds, networks, and devices have a 

more clearly defined division of labor. Clouds function as “brains”, which are responsible for centralized computing 

and global data processing. Networks serve as the interconnecting “tracks” that converge various forms of networks 

on the cloud to build a ubiquitous, low-latency network. Devices offer light-weight, cost-effective interfaces on vari-

ous forms of applications to deliver smooth, reliable, and immersive user experience.

Cloud-network-device convergence is the catalyst that will drive the emergence of new applications to 

fulfill more demanding tasks, such as high-precision industrial simulation, real-time industrial quality inspec-

tion, and mixed reality. In the next 2 years, we expect to see a surge of applications running on top of the 

new computing system.

Cloud-network-device convergence fuels the development of a new computing 
system and drives the emergence of new types of devices on the cloud

Future Interconnect

Cloud-Network-Device 
Convergence

Introduction
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Cloud computing has undergone two major development 

phases. In the cloud-based infrastructure phase, computing 

power and data are gradually migrated from traditional data 

centers to the cloud. In the cloud-native phase, advanced 

cloud-native architectures drive cloud computing towards con-

tainerization and serverless computing. The rapid development 

of network connection technologies is the key to unlocking the 

third phase of cloud computing and spawns a new computing 

system, cloud-network-device convergence, which fundamen-

tally changes the way clouds, networks, and devices collaborate 

with each other.

In this new system, clouds, networks, and devices have 

a more clearly defined division of labor. Clouds function as 

“brains”, which are responsible for computing and data pro-

cessing. Clouds offer high computing efficiency, systematic 

data processing, and high-precision, efficient, and accessible AI 

technologies.

Networks interconnect clouds and devices. After being 

converged on the cloud, advanced network technologies such as 

optical fibers, 5G, and satellite Internet help build a ubiquitous, 

low-latency network.

Devices offer easy-to-use, cost-effective, lightweight 

interfaces that allow users to interact with the cloud. Various 

models of devices can collaborate on the cloud to accommo-

date varied interaction requirements. Cloud-device conver-

gence makes diversified scenarios possible on a single type 

of device and ensures consistent experience across multiple 

types of devices.

Cloud-network-device convergence is the catalyst that 

Cloud-Network-Device Convergence

Trend Analysis
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will drive the emergence of new applications. Clouds allow 

applications to break free of the limited processing power of 

devices and fulfill more demanding tasks, such as high-pre-

cision industrial simulation. The vast network of connected 

devices allows for low-latency edge-computing, meeting the 

requirements of various scenarios such as real-time industrial 

quality inspection. Devices leverage and package the advan-

tages afforded by cloud and network into a single interface – 

which will become an essential tool powering applications such 

as cloud PC and cloud gaming.

Two pressing challenges are looming ahead of cloud-net-

work-device convergence. One is making breakthroughs in 

network technologies. Networks play a significant role in 

cloud-network-device convergence. Network quality, cost, 

and coverage may become a potential bottleneck of the new 

system. Therefore, new network technologies such as 5G and 

satellite Internet must be continuously improved and developed 

to ensure wide coverage and sufficient throughput. The other 

is information security. Security is always a top concern of en-

terprises who store and process data on the cloud. Enterprises 

have high requirements for security technologies, such as data 

encryption, data governance, secure computing, and priva-

cy-preserving computation.

In the next 2 years, we expect to see a surge of application 

scenarios on top of the converged cloud-network-device sys-

tem. This will drive the emergence of new types of devices and 

promise more high quality and immersive experience for users.



The development of technologies such as cloud-edge computing, network communications, and 

digital twins brings XR into full bloom. XR glasses promise to make immersive mixed reality Internet a 

reality. This technology plants the seed that will sprout into a new industrial ecosystem that encompasses 

electronic components, devices, operating systems, and applications. XR will reshape digital applications 

and revolutionize the way people interact with technology in scenarios such as entertainment, social net-

working, office, shopping, education, and healthcare. In the next 3 years, we expect to see a new genera-

tion of XR glasses that have an indistinguishable look and feel from ordinary glasses entering the market 

and serving as a key entry point to the next generation of Internet.

XR glasses will become an important interface to the next-generation Internet

Future Interconnect

Extended Reality (XR)
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The advent of the Internet kicked off a new digital era, 

and its evolution has constantly brought changes to the land-

scape of the digital industry. As people shifted from computers 

to smartphones, operating systems and applications also under-

went massive changes. The productization of VR and AR has 

paved the way for XR to transform the digital era.

XR renders information in an immersive 3-dimensional 

experience, and users can intuitively interact with the world to 

obtain information. An XR Internet encompasses four elements: 

1) hardware such as XR glasses; 2) content for applications 

such as entertainment, shopping, and social networking; 3) AI 

that powers technologies such as spatial intelligence and dig-

ital twin; 4) infrastructures such as 5G and cloud computing. 

Among these elements, hardware and content will be the first to 

be developed. Hardware is the carrier of Internet platforms and 

is fundamental for users to obtain data. XR glasses will provide 

access to the XR Internet, and the cloud-network-device con-

vergence will reduce the size, weight, and latency of the glass-

es. Content is expected to find its roots in entertainment, social 

networking, and remote work, and will be gradually expanded 

to scenarios where remote interactions are required, such as 

shopping, education, and healthcare.

XR transforms the way people interact with technology. 

XR can be used to simulate the real world and overcome the 

limitations of physical distances. Applications such as remote 

education, healthcare, and working can be implemented in new 

ways. XR can also create alternate worlds and allow users to 

establish fresh identities in gaming and social networking appli-

cations. XR will restructure the Internet industry and give birth 

to new industries, es-

pecially in the fields of 

electronic components, 

devices, operating sys-

tems, and applications.

XR is still in its 

infancy and needs to 

overcome several tech-

nological challenges 

before it can deliver 

a  t r u l y  i m m e r s i v e 

experience. First, the 

computing power, dis-

play resolution, size, 

and battery life of AR/VR/MR glasses are still far from ideal. 

Second, visual experience is currently the sole focus of the in-

dustry. For XR to become a reality, more investment is required 

to provide stimulation to other senses such as touch, smell, and 

taste. Finally, the world of XR is fundamentally built upon user 

data, which is ever expanding and evolving. Privacy-preserving 

computation will become a core challenge in the collection, 

storage, and management of such data.

In the next 3 years, we expect to see the release of a 

new generation of XR glasses that will seamlessly blend AR 

and VR technologies, take advantage of cloud-device inte-

gration and advanced optics, and weigh the same as ordinary 

glasses. This technology will become the main interface 

between the real world and the XR world, and is expected to 

be widely used.

Extended Reality (XR)

Trend Analysis
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